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Abstract—Aggregated search aims to construct search result
pages (SERPs) from blue-links and heterogeneous modules (such
as news, images, and videos). Existing studies have largely ignored
the correlations between blue-links and heterogeneous modules
when selecting the heterogeneous modules to be presented. We
observe that the top ranked blue-links, which we refer to as
the context, can provide important information about query
intent and helps identify the relevant heterogeneous modules.
For example, informative terms like “streamed” and “recorded”
in the context imply that a video module may better satisfy
the query. To model and utilize the context information for
aggregated search, we propose a model with context attention and
representation learning (CARL). Our model applies a recurrent
neural network with attention mechanism to encode the context,
and incorporates the encoded context information into module
embeddings. The context-aware module embeddings together with
the ranking policy are jointly optimized under the Markov
decision process (MDP) formulation. To achieve a more effective
joint learning, we further propose an optimization function with
self-supervision loss to provide auxiliary supervision signals.
Experimental results based on two public datasets demonstrate
the superiority of CARL over multiple baseline approaches, and
confirm the effectiveness of the proposed optimization function
in boosting the joint learning process.
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I. INTRODUCTION

In recent years, search engines have become more diverse
and specialized. A wide range of information-seeking tasks can
be addressed by specialized search engines, including search
for images (Flickr), videos (Youtube), news (BBC), scholarly
articles (arXiv.org), etc. These specialized search engines are
referred to as vertical search systems or simply verticals.
Based on a collection of verticals, modern search engines
(e.g., Google, Bing) construct search result pages (SERP) by
aggregated search to fulfill users’ information needs across
multiple domains. For example, an aggregated SERP for query
“reinforcement learning” is shown in Figure 1, in which the
vertical results (including scholarly articles, news and videos)
are presented as document blocks, i.e., modules, alongside the
blue-links. Regardless of whether the query is issued by a
researcher looking for scholarly articles or a student looking
for tutorial videos, the desired information is served in this
aggregated SERP.
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Fig. 1. Contextual ranking list (upper left) and aggregated SERP (upper right).
Correlations are observed between the blue-links and modules marked by the
same color, and the detailed informative terms are listed.

Conventional aggregated search frameworks use a pipeline
with two sequential subtasks: module selection and module
presentation. The first subtask selects relevant modules from


